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Two players: MAX and MIN, and randomness.
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$\sigma:$ partial play ending in $V_{M A X} \longmapsto$ probability distribution on outneighbours

The value of a vertex $x$ is:

$$
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Problem: given a game and a vertex, compute the value of the vertex.
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## Parity games



- Two player game on a graph
- Play goes on forever
- Every vertex has a priority
- $P$ set of infinitely seen priority

If the largest value of $P$ is even, player 0 wins otherwise 1 wins.

## Reduction from Parity games to SSGs

Theorem
There is a reduction from parity games to simple stochastic games, such that a vertex is winning for 1 in the PG if the corresponding vertex has value $>\frac{1}{2}$ in the SSG

## Idea:

- Add two sinks 0 and 1 .
- Assign for every transition a small probability to go to sink 0 (nodes of player 0) or sink 1 (nodes of player 1)
- The transition probability from a node of priority $i$ must be superior to the sum of transition probabilities of the nodes of priority less than $i$.
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## Simpler strategies

To compute values we can restrict our strategies to be

- pure: deterministic
- memoryless: does not depend from the memory

We call them positional strategies for short.

$$
\sigma: V_{M A X} \longrightarrow V, \quad \tau: V_{M I N} \longrightarrow V
$$
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## Minimax Theorem

## Theorem (Condon 89)
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## Stopping SSGs

A SSG is stopping if for all strategies, the game reaches a sink vertex almost surely.

## Theorem (Condon 89)

For every SSG G, there is a polynomial-time computable SSG G' such that

- $G^{\prime}$ is stopping
- size of $G^{\prime}=\operatorname{poly}($ size of $G)$
- for all vertices $x, v_{G^{\prime}}(x)>\frac{1}{2}$ if and only if $v_{G}(x)>\frac{1}{2}$
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Algorithm to find an optimal strategy: keep switching.

Faster Computation of a Best Response
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\begin{aligned}
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Polytime algorithm to compute $v_{\sigma}(x)$.

## Fixpoint

A generalization of the fixpoint method to SSG:

$$
F:\left\{\begin{array}{ccc}
{[0,1]^{V}} & \longrightarrow & {[0,1]^{V}} \\
v_{x} & \longmapsto & \left\{\begin{array}{c}
\min \left(v_{x_{1}}, v_{x_{2}}\right) \text { if } x \in V_{M I N} \\
\max \left(v_{x_{1}}, v_{x_{2}}\right) \\
\text { if } x \in V_{M A X} \\
\frac{1}{2} v_{x_{1}}+\frac{1}{2} v_{x_{2}} \text { if } x \in V_{A V E}
\end{array}\right.
\end{array}\right.
$$

where the values of sinks are replaced by 0 or 1 .
The operator $F$ is contracting and its fixpoint is the optimal value vector.

## Fixpoint

A generalization of the fixpoint method to SSG:

$$
F:\left\{\begin{array}{ccc}
{[0,1]^{V}} & \longrightarrow & {[0,1]^{V}} \\
v_{x} & \longmapsto & \left\{\begin{array}{c}
\min \left(v_{x_{1}}, v_{x_{2}}\right) \text { if } x \in V_{M I N} \\
\max \left(v_{x_{1}}, v_{x_{2}}\right) \\
\text { if } x \in V_{M A X} \\
\frac{1}{2} v_{x_{1}}+\frac{1}{2} v_{x_{2}} \text { if } x \in V_{A V E}
\end{array}\right.
\end{array}\right.
$$

where the values of sinks are replaced by 0 or 1 .
The operator $F$ is contracting and its fixpoint is the optimal value vector.

Computing the values is in the class PPAD. Does not converge fast.

## Fixpoint

A generalization of the fixpoint method to SSG:

$$
F:\left\{\begin{array}{ccc}
{[0,1]^{V}} & \longrightarrow & {[0,1]^{V}} \\
v_{x} & \longmapsto & \left\{\begin{array}{c}
\min \left(v_{x_{1}}, v_{x_{2}}\right) \text { if } x \in V_{M I N} \\
\max \left(v_{x_{1}}, v_{x_{2}}\right) \\
\text { if } x \in V_{M A X} \\
\frac{1}{2} v_{x_{1}}+\frac{1}{2} v_{x_{2}} \text { if } x \in V_{A V E}
\end{array}\right.
\end{array}\right.
$$

where the values of sinks are replaced by 0 or 1 .
The operator $F$ is contracting and its fixpoint is the optimal value vector.

Computing the values is in the class PPAD. Does not converge fast.

## Fixpoint

A generalization of the fixpoint method to SSG:

$$
F:\left\{\begin{array}{ccc}
{[0,1]^{V}} & \longrightarrow & {[0,1]^{V}} \\
v_{x} & \longmapsto & \left\{\begin{array}{c}
\min \left(v_{x_{1}}, v_{x_{2}}\right) \text { if } x \in V_{M I N} \\
\max \left(v_{x_{1}}, v_{x_{2}}\right) \\
\text { if } x \in V_{M A X} \\
\frac{1}{2} v_{x_{1}}+\frac{1}{2} v_{x_{2}} \text { if } x \in V_{A V E}
\end{array}\right.
\end{array}\right.
$$

where the values of sinks are replaced by 0 or 1 .
The operator $F$ is contracting and its fixpoint is the optimal value vector.

Computing the values is in the class PPAD.
Does not converge fast.


## Hoffman-Karp Algorithm

The strategy improvement algorithm or Hoffman-Karp algorithm:

1. choose $\sigma_{0}$ and let $\tau_{0}=\tau\left(\sigma_{0}\right)$ (best response)
2. while $\left(\sigma_{k}, \tau_{k}\right)$ is not optimal, obtain $\sigma_{k+1}$ by switching $\sigma_{k}$; let $\tau_{k+1}=\tau\left(\sigma_{k+1}\right)$
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## The HK algorithm makes at most $O\left(2^{n} / n\right)$ iterations

Computing the value is thus in PLS but the algorithm can take exponential time:

- Friedmann (2009) gives a counter-example for parity game with $2^{\sqrt{n}}$ iterations, claimed $2^{c n}$
- Andersson (2009) shows that this counterexample survives the reduction
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## Theorem (Tripathi, Valkanova, Kumar)

The HK algorithm makes at most $O\left(2^{n} / n\right)$ iterations
Computing the value is thus in PLS but the algorithm can take exponential time:

- Friedmann (2009) gives a counter-example for parity game with $2^{\sqrt{n}}$ iterations, claimed $2^{c n}$.
- Andersson (2009) shows that this counterexample survives the reduction


## Counter-Example



## No average vertices



Solving DGG in linear time by backtracking
While possible

1. sink $s$ with maximal payoff: incoming MIN arcs never go there if they have a choice: delete arc or merge
2. Do the opposite for the minimum payoff sink.

In the end, the vertices with no connection to sinks have value 0.
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Deterministic graphical games (Washburn 1966, Andersson et al. 2012)

Definition = SSG without average vertices, but allow sinks with arbitrary payoffs

Solving DGG in linear time by backtracking
While possible :

1. sink $s$ with maximal payoff: incoming MIN arcs never go there if they have a choice: delete arc or merge
2. Do the opposite for the minimum payoff sink.

In the end, the vertices with no connection to sinks have value 0 .

## Few average vertices

Theorem (Gimbert and Horn 2009)
There is an algorithm which computes values and optimal strategies of SSGs with $n$ vertices and $k$ average vertices in time $O(k!n)$.
(Moreover the outdegree of nodes is unlimited)

> A strategy consists in choosing among nodes. Hence a preference order on all nodes yields a strategy.

## Few average vertices

## Theorem (Gimbert and Horn 2009)

There is an algorithm which computes values and optimal strategies of SSGs with $n$ vertices and $k$ average vertices in time $O(k!n)$.
(Moreover the outdegree of nodes is unlimited)

- A strategy consists in choosing among nodes. Hence a preference order on all nodes yields a strategy.
- An order on $V_{A V E}$ is enough.

MAX tries to force the next average vertex to be large. MIN tries to force the next average vertex to be small.

## Few average vertices

## Theorem (Gimbert and Horn 2009)

There is an algorithm which computes values and optimal strategies of SSGs with $n$ vertices and $k$ average vertices in time $O(k!n)$.
(Moreover the outdegree of nodes is unlimited)

- A strategy consists in choosing among nodes. Hence a preference order on all nodes yields a strategy.
- An order on $V_{A V E}$ is enough.

$$
0<a_{1}<a_{2} \cdots a_{k}<1
$$

MAX tries to force the next average vertex to be large. MIN tries to force the next average vertex to be small.

## Directed Acyclic Graphs

A directed acyclic graph is a graph without a directed cycle.

## Algorithm:

The sinks are initialized to 0 and 1
While possible:


## Directed Acyclic Graphs

A directed acyclic graph is a graph without a directed cycle.

## Algorithm:

The sinks are initialized to 0 and 1
While possible:

- $x \in V_{M A X}, v(x)=\max \left(v\left(x_{1}\right), v\left(x_{2}\right)\right)$
- $x \in V_{\text {MIN }}, v(x)=\min \left(v\left(x_{1}\right), v\left(x_{2}\right)\right)$
- $x \in V_{A V E}, v(x)=\frac{1}{2} v\left(x_{1}\right)+\frac{1}{2} v\left(x_{2}\right)$


## Almost Acyclic: Tree-Width

## Definition (Tree Decomposition)

A tree decomposition of a graph $G$ is a pair $(T, X)$ where $X=\left\{X_{1}, \ldots, X_{n}\right\}$ is a family of subsets (or bags) of $V(G)$ and $T$ is a tree whose nodes are the $X_{i}$ such that:

- the union of the $X_{i}$ equals $V(G)$
- every edge $(u, v) \in E(G)$ is included in some $X_{i}$.
- for each $u$ in $V(G)$ the set of $X_{i}$ which contains $u$ is connex.
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## Almost Acyclic: Tree-Width

## Definition (Tree Decomposition)

A tree decomposition of a graph $G$ is a pair $(T, X)$ where $X=\left\{X_{1}, \ldots, X_{n}\right\}$ is a family of subsets (or bags) of $V(G)$ and $T$ is a tree whose nodes are the $X_{i}$ such that:

- the union of the $X_{i}$ equals $V(G)$
- every edge $(u, v) \in E(G)$ is included in some $X_{i}$.
- for each $u$ in $V(G)$ the set of $X_{i}$ which contains $u$ is connex.


width $=\max _{i}\left|X_{i}\right|$
treewidth $=\min _{(T, X)} \operatorname{width}(T, X)$


## Solving Bounded Treewidth SSGs

> Theorem (Work in progress)
> For all $k \in \mathbb{N}$, the $S S G$ value problem is in P when restricted to SSGs of treewidth bounded by $k$.

The complexity of the algorithm is in $O\left(k 2^{k^{2}} n\right)$.

- Notion of directed treewidth to capture DAG and adaptation to the SSG case.
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The complexity of the algorithm is in $O\left(k 2^{k^{2}} n\right)$.

- Notion of directed treewidth to capture DAG and adaptation to the SSG case.
- Improve the algorithm to be less dependent of $k$.
- Use ideas to get another way to solve SSG with few average vertices.
- Is the SSG value problem expressible in MSO over graph?

Thanks.

