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## Example

The predicate $A(x, y)$ means $y$ is a perfect matching in the graph $x$.

- The decision problem is to decide if there is a perfect matching.
- The counting problem is to count the number of perfect matchings.
- The enumeration problem is to find every perfect matching.
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## Example

The hitting sets (vertex covers) of an hypergraph. An hypergraph $H$ is represented by the incidence structure $\langle D,\{V, E, R\}\rangle, D$ is partitioned into $V$ (vertices) and $E$ (edges), $R$ is the incidence relation.

$$
H S(T) \equiv \forall x(T(x) \Rightarrow V(x)) \wedge \forall y \exists x E(y) \Rightarrow(T(x) \wedge R(x, y))
$$

The problem Enum•HS $\in$ Enum $\cdot \Pi_{2}$.
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## Theorem (Durand, Grandjean 2007)

Let $\varphi(\mathbf{x})$ be a formula of the first order logic over bounded-degree structures. Then Enum- $\varphi$ can be enumerated after a linear preprocessing with constant delay.

$$
\begin{aligned}
& \text { Theorem (Courcelle 2009) } \\
& \text { Let } \varphi(\mathbf{x}, \mathbf{T}) \text { be a formula of the monadic second order logic over } \\
& \text { trees, or relational structure of tree-width at most } k \text {. Then } \\
& \text { Enum } \cdot \varphi \text { can be enumerated after a preprocessing that takes time } \\
& O(n \cdot \log (n)) \text { and with delay } O(n) \text {, where } n \text { is the number of } \\
& \text { vertices or elements. }
\end{aligned}
$$
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A disjunction of propositional formulas $\tilde{\Phi}_{i}$, with variables $T(\mathbf{w})$ where $\mathbf{w} \in D^{r}$.
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## Remark

This proposition allows to remove the first block of existential quantifier at the cost of a polynomial (the exponent being the size of the block) increase of the delay.
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## Comparison to other algorithms

|  | Ben-Or Tiwari | Zippel | KS | My Algorithm |
| :--- | :--- | :--- | :--- | :--- |
| Algorithm type | Deterministic | Probabilistic | Probabilistic | Probabilistic |
| Number of calls | $2 T$ | $t n D$ | $t n^{7} D^{4}$ | $t n D\left(n+\log \left(\epsilon^{-1}\right)\right)$ |
| Total time | Quadratic in $T$ | Quadratic in $t$ | Quadratic in $t$ | Linear in $t$ |
| Enumeration | Exponential | TotalPP | IncPP | DelayPP |
| Size of points | $T \log (n)$ | $\log \left(n T^{2} \epsilon^{-1}\right)$ | $\log \left(n D \epsilon^{-1}\right)$ | $\log (D)$ |

Figure: Comparison of interpolation algorithms on multilinear polynomials
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## Proposition

The problem Non-Zero-Monomial restricted to degree 2 polynomials is NP-hard.

## Proof.

Reduction from Hamiltonian Path over degree 2 directed graphs. Use a polynomial derived from the Matrix Tree theorem. Use Non-Zero-Monomial on a polynomial number of terms of this polynomial, if one is in there is a spanning tree which is also an Hamiltonian path.

- Conclusion: some monomials are harder than others.
- Question of Kayal: what is the complexity of computing the leading monomial of a depth three circuit?

Thank for listening!

