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## Definition

Let $T$ be a term of $\mathcal{H}_{t}$, let $L$ be the set of leaves of $T$ and let $S \subseteq\{0, \ldots, t\}$. The hypergraph $H$ represented by $(T, S)$ has $L$ for vertices and its set of hyperedges is $\{X \subseteq L \mid v(X, T) \in S\}$.
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Other restrictions of hypergraphs: uniform hypergraphs, graphs ...

## Hypergraphs

MSO over hypergraphs

## Understanding decomposition-width

## Decomposition-width of graphs

## Monadic second order logic

We consider the Monadic Second Order (MSO) logic.
Quantification over vertices and set of vertices.
Hyperedge relation: $E(X)$ holds if and only if $X$ is an hyperedge.

## Monadic second order logic

We consider the Monadic Second Order (MSO) logic.
Quantification over vertices and set of vertices.
Hyperedge relation: $E(X)$ holds if and only if $X$ is an hyperedge.
Examples:

## Monadic second order logic

We consider the Monadic Second Order (MSO) logic.
Quantification over vertices and set of vertices.
Hyperedge relation: $E(X)$ holds if and only if $X$ is an hyperedge.
Examples:

- Clutter: $\forall X, Y[(X \subset Y \wedge E(Y)) \Rightarrow \neg E(X)]$
- $X$ is a transversal:
$\operatorname{Transversal}(X) \equiv \forall Y[E(Y) \Rightarrow(X \cap Y \neq \emptyset)]$.


## Monadic second order logic

We consider the Monadic Second Order (MSO) logic.
Quantification over vertices and set of vertices.
Hyperedge relation: $E(X)$ holds if and only if $X$ is an hyperedge.
Examples:

- Clutter: $\forall X, Y[(X \subset Y \wedge E(Y)) \Rightarrow \neg E(X)]$
- $X$ is a transversal:

$$
\operatorname{Transversal}(X) \equiv \forall Y[E(Y) \Rightarrow(X \cap Y \neq \emptyset)]
$$

- $k$-coloring:


## Monadic second order logic

We consider the Monadic Second Order (MSO) logic.
Quantification over vertices and set of vertices.
Hyperedge relation: $E(X)$ holds if and only if $X$ is an hyperedge.
Examples:

- Clutter: $\forall X, Y[(X \subset Y \wedge E(Y)) \Rightarrow \neg E(X)]$
- $X$ is a transversal:
$\operatorname{Transversal}(X) \equiv \forall Y[E(Y) \Rightarrow(X \cap Y \neq \emptyset)]$.
- $k$-coloring:

$$
\begin{gathered}
\exists X_{1} \ldots \exists X_{k} \bigwedge_{i \neq j}\left(X_{i} \cap X_{j}=\emptyset\right) \wedge \forall X E(X) \Rightarrow \\
{\left[\exists v_{1} \exists v_{2}\left(v_{1} \in X\right) \wedge\left(v_{2} \in X\right) \wedge \bigvee_{i \neq j}\left(v_{1} \in X_{i}\right) \wedge\left(v_{2} \in X_{j}\right)\right]}
\end{gathered}
$$

- Set of circuits of a matroid.


## Monadic second order logic

We consider the Monadic Second Order (MSO) logic.
Quantification over vertices and set of vertices.
Hyperedge relation: $E(X)$ holds if and only if $X$ is an hyperedge.
Examples:

- Clutter: $\forall X, Y[(X \subset Y \wedge E(Y)) \Rightarrow \neg E(X)]$
- $X$ is a transversal:
$\operatorname{Transversal}(X) \equiv \forall Y[E(Y) \Rightarrow(X \cap Y \neq \emptyset)]$.
- $k$-coloring:

$$
\begin{gathered}
\exists X_{1} \ldots \exists X_{k} \bigwedge_{i \neq j}\left(X_{i} \cap X_{j}=\emptyset\right) \wedge \forall X E(X) \Rightarrow \\
{\left[\exists v_{1} \exists v_{2}\left(v_{1} \in X\right) \wedge\left(v_{2} \in X\right) \wedge \bigvee_{i \neq j}\left(v_{1} \in X_{i}\right) \wedge\left(v_{2} \in X_{j}\right)\right]}
\end{gathered}
$$

- Set of circuits of a matroid.


## Tractability of MSO

> Theorem
> Let $\varphi$ be a MSO formula of size $l$ and $H$ a hypergraph with $n$ vertices given by a term of $\mathcal{H}_{t}$. There is an algorithm which decides whether $H \models \varphi$ in time $f(t, l) \times n$ where $f$ is a computable function.

Idea : the relation $E$ of a hypergraph $H$ can be represented by a MSO formula over its representation by a term of $\mathcal{H}_{t}$. Equivalently, there is a tree automaton to do that.

## Tractability of MSO

## Theorem

Let $\varphi$ be a MSO formula of size $l$ and $H$ a hypergraph with $n$ vertices given by a term of $\mathcal{H}_{t}$. There is an algorithm which decides whether $H \models \varphi$ in time $f(t, l) \times n$ where $f$ is a computable function.

Idea : the relation $E$ of a hypergraph $H$ can be represented by a MSO formula over its representation by a term of $\mathcal{H}_{t}$.
Equivalently, there is a tree automaton to do that.

## Enumeration

## Theorem

Let $\varphi(X)$ be a MSO formula of size $l$ with a free variable $X$ and $H$ a hypergraph with $n$ vertices given by a term of $\mathcal{H}_{t}$. There is an algorithm which lists all satisfying assignments of $X$ in $H$ with delay $f(t, l) \times n$ where $f$ is a computable function.

Minimal transversals are interesting objects in database, boolean circuits and I.A:

## Enumeration

## Theorem

Let $\varphi(X)$ be a MSO formula of size $l$ with a free variable $X$ and $H$ a hypergraph with $n$ vertices given by a term of $\mathcal{H}_{t}$. There is an algorithm which lists all satisfying assignments of $X$ in $H$ with delay $f(t, l) \times n$ where $f$ is a computable function.

Minimal transversals are interesting objects in database, boolean circuits and I.A:

$$
\operatorname{Transversal}(X) \wedge \forall Y[\operatorname{TransversaL}(Y) \Rightarrow \neg(Y \subsetneq X)]
$$

## Enumeration

## Theorem

Let $\varphi(X)$ be a MSO formula of size $l$ with a free variable $X$ and $H$ a hypergraph with $n$ vertices given by a term of $\mathcal{H}_{t}$. There is an algorithm which lists all satisfying assignments of $X$ in $H$ with delay $f(t, l) \times n$ where $f$ is a computable function.

Minimal transversals are interesting objects in database, boolean circuits and I.A:

$$
\operatorname{Transversal}(X) \wedge \forall Y[\operatorname{Transversal}(Y) \Rightarrow \neg(Y \subsetneq X)] .
$$

Complexity of enumerating the minimal transversals: open.
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- Union with a common point: $m \leq \mathrm{dw}\left(H_{1} \cup H_{2}\right) \leq m+2$.

Does not seem to work: Induced hypergraph, amalgamated sum.
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## Proposition

For $n \geq 8$, there is a hypergraph $H$ with $n$ vertices such that $\mathrm{dw}(H)>\frac{2^{\left\lceil\frac{n}{2}\right\rceil}}{n}$.

Idea of proof: count the terms of $\mathcal{H}_{t}$.
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## Explicit family of large decomposition-width

First family: $H_{k, n}=([n],\{X| | X \mid=k\})$

## Proposition

For all $n>3 k$, we have $\mathrm{dw}\left(H_{k, n}\right)=k+1$.
Idea of proof : for any decomposition $T$ of $H_{k, n}$, find a subterm whose set of leaves $L$ satisfies $n / 3 \leq|L| \leq 2 n / 3$. The type of a set is roughly its size. Thus $\operatorname{Type}(L)=k+1$.

Second family: $I_{n}=([n],\{X \subseteq[n]| | X \mid \in X\})$

## Theorem

For all $n>0$, we have $\operatorname{dw}\left(I_{n}\right) \geq 2 \frac{n}{27}$.

## Hypergraphs

## MSO over hypergraphs

## Understanding decomposition-width

Decomposition-width of graphs

## Uniform-representation I

A decomposition adapted to $k$-uniform hypergraphs:

```
D={(0,0),(k,0),(k+1,0)}\cup{(i,j)}0<i<k,0\leqj\leqt
\mp@subsup{\mathcal{F}}{k,t}{}}\mathrm{ is the set of unary and binary functions with domain and
codomain D which satisfy for all (a,b),(c,d)\in\mp@subsup{D}{}{2}
    - f((a,b))=(a,c) for some c \leqt
    * g((a,b),(c,d))=(a+c,e) for some e\leqt when a+c<k
    * g((a,b),(c,d))=(k,0) or (k+1,0) when }a+c=
    * g((a,b),(c,d))=(k+1,0) when }a+c>
```


## Uniform-representation I

A decomposition adapted to $k$-uniform hypergraphs:
$D=\{(0,0),(k, 0),(k+1,0)\} \cup\{(i, j)\}_{0<i<k, 0 \leq j \leq t}$
$\mathcal{F}_{k, t}$ is the set of unary and binary functions with domain and codomain $D$ which satisfy for all $(a, b),(c, d) \in D^{2}$ :

- $f((a, b))=(a, c)$ for some $c \leq t$
- $g((a, b),(c, d))=(a+c, e)$ for some $e \leq t$ when $a+c<k$
- $g((a, b),(c, d))=(k, 0)$ or $(k+1,0)$ when $a+c=k$
- $g((a, b),(c, d))=(k+1,0)$ when $a+c>k$


## Uniform-representation I

A decomposition adapted to $k$-uniform hypergraphs:
$D=\{(0,0),(k, 0),(k+1,0)\} \cup\{(i, j)\}_{0<i<k, 0 \leq j \leq t}$
$\mathcal{F}_{k, t}$ is the set of unary and binary functions with domain and codomain $D$ which satisfy for all $(a, b),(c, d) \in D^{2}$ :

- $f((a, b))=(a, c)$ for some $c \leq t$
- $g((a, b),(c, d))=(a+c, e)$ for some $e \leq t$ when $a+c<k$
- $g((a, b),(c, d))=(k, 0)$ or $(k+1,0)$ when $a+c=k$
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$\mathcal{H}_{k, t}$ : the set of terms $T\left(\mathcal{F}_{k, t},\{(1, i)\}_{0 \leq i \leq t}\right)$.
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## Definition

The clique-width of the graph $G$, denoted by $\operatorname{cw}(G)$, is the minimum of the $n \in \mathbb{N}$ such that $\exists \gamma,(G, \gamma) \in T\left(F_{[n]}, G_{[n]}\right)$.

## Decomposition-width and clique-width

```
Theorem
Let \(G\) be a graph, then \(\mathrm{cw}(G) / 2 \leq \mathrm{dw}(G) \leq \mathrm{cw}(G)+2\).
```
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## Computing the decomposition is hard I

The clique-width of a graph is $N P$ hard to approximate [Fellows et al.].

Corollary
The decomposition-width is NP-hard to approximate.

Simpler problem: a fixed integer $k$, test whether a hypergraph has decomposition-width $k$.

Even simpler: $k=1$ ?

## Computing the decomposition is hard II

A term of $\mathcal{H}_{1}$ is a read-once formula (each variable appears only once) built from all possible logical connectors.

Read-once formulas built from the connectors $A N D, O R$ and NOT cannot be learned in polynomial time with only membership queries.
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## Conclusion

A work in progress, with many open questions:

- To what is related the decomposition-width of uniform graphs ? Tree-width, clique-width of the Gaifman graph ?
- Can the decomposition-width be seen as a branch-width (using Type)? restriction ?
- Is there a class of hypergraphs with a decomposition which can be found in polynomial time ? Acyclic hypergraphs ?
- Hypergraphs of decomposition-width 1, 2 ?
- Do local properties of functions turn into global properties of the represented hypergraphs?
- Bounding the decomposition-width of an amalgamated sum ? on which class of hypergraphs ?
- Better specialized algorithm ? for the minimal transversals ?

Thanks!

